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Received 6 December 2013; received in revised form 27 June 2014; accepted 5 July 2014
Available online 29 July 2014

Highlights

• The accuracy of the meshfree Finite point method (FPM) was improved.
• The Godunov Riemann solver was used with the polynomial reconstruction.
• Modified FPM was used to solve the acoustic propagation problems.
• The propagation of sound was simulated using the linearized Euler equations.
• High order of the FPM was confirmed by the convergence study.

Abstract

In this paper we present an accuracy improvement of the meshfree Finite point method. This high-order method has been used
to solve the sound propagation problems, which can be modelled by linearized Euler equations. High accuracy has been obtained
using polynomial reconstruction of variables involved in the Riemann solver. The order of the meshfree method will be verified on
2D acoustic pulse problem which serves as a benchmark problem with known analytical solution.
c⃝ 2014 Elsevier B.V. All rights reserved.
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1. Introduction

Computational aeroacoustics (CAA) becomes an important research field with the permanent increase of com-
puter performance and accessible memory. The main challenge in CAA is the computation of noise generation
and propagation problems using various numerical techniques. One of the possible options is a direct computation
from governing partial differential equations (PDEs), but only provided that the underlying numerical methods reach
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high spatial and time accuracy. The reason for this strict requirement is the aerodynamic and acoustic disparity,
cf. [1].

The standard solution to the CAA problems is based on numerical methods, which require a fixed mesh or
grid, such as finite difference methods [2], finite volume methods [3–5] or finite element methods and their varia-
tions [6,7]. An alternative approach represent numerical methods known as meshfree or meshless methods, cf. [8–10],
which do not require a predefined mesh. A frequently mentioned advantage of meshfree methods in comparison
to the standard mesh-based methods is the absence of time consuming mesh generation. Another, even more im-
portant, advantage is their high accuracy. On the other hand, these benefits are offset by additional computational
costs. Li, et al., [11] and Wang [12] have recently proposed a meshfree method for CAA based on a radial basis
function interpolation. Antunes, cf. [13] has developed a meshfree modification of the method of fundamental solu-
tions.

We have studied the properties of meshfree Finite point method (FPM) proposed by E. Oñate [14–19] to solve the
linearized Euler equations (LEE). This hyperbolic system of equations can be seen as a model of sound propagation,
cf. [20,21]. We have improved the accuracy of FPM using the polynomial reconstruction of variables in the Riemann
solver, [3–5]. A benchmark 2D acoustic pulse problem, proposed by Tam and Webb [2] has been solved using high
order FPM. The order of the proposed method has been estimated using a convergence study.

2. Outline

The first part of this paper is devoted to the derivation of 2D LEE. A section describing the FPM in detail follows
immediately. An approximation of variables in FPM is performed locally using weighted least squares (WLSQ)
method, cf. Section 4.2. The governing PDEs are then collocated at each point in the domain of interest leading
to a system of ordinary differential equations (ODEs). A necessary step after semi-discretization is the stabilization of
the numerical scheme with respect to the hyperbolic nature of the governing LEE. The accuracy of FPM is strongly
related to the accuracy of the directional flux between two neighbouring points. Godunov’s method is one of the
approximation techniques, that makes it possible to obtain the directional flux by solving the Riemann problem, cf.
Section 4.7. By using the more accurate initial condition for the Riemann problem (left and right states), the more
accurate solution of the governing equations is obtained. Therefore, a polynomial reconstruction of the left and right
states, cf. Section 4.8, is proposed.

The second important part of the paper is devoted to the numerical experiments. A solution to the 2D acoustic
pulse problem using high order FPM is presented, cf. Section 5.1. We compare the analytical and numerical solutions
computed using different polynomial reconstructions and different space discretizations of the domain of interest,
resulting to a convergence study in Section 5.5. A solution to the 2D wall bounded acoustic pulse problem on
rectangular and circular geometry is presented in Sections 5.6–5.11.

3. 2D linearized Euler equations

Let us denote the vector function w(x, t) := (ρ(x, t), u(x, t), v(x, t), p(x, t))T with primitive (physical) variables,
i.e. the density, velocity components and pressure, respectively. Therefore, the compressible 2D Euler equations in
matrix form read as

∂w
∂t

+ A1(w)
∂w
∂x

+ A2(w)
∂w
∂y

= 0, x = (x, y) ∈ R2, t > 0, (1)

where the Jacobian matrices of this hyperbolic system are given as follows

A1(w) =


u ρ 0 0
0 u 0 1/ρ
0 0 u 0
0 γ p 0 u

 , A2(w) =


v 0 ρ 0
0 v 0 0
0 0 v 1/ρ
0 0 γ p v

 , (2)

where γ is the adiabatic index (γ = 1.4 for diatomic gases). The quantities included in w can be decomposed into a
reference state (or mean value) w0(x) and a time dependent fluctuating (or perturbation) part w′(x, t), cf. [1,20,21] in
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the following way

w =


ρ

u
v

p

 =


ρ0
u0
v0
p0


  

w0

+


ρ′

u′

v′

p′


  

w′

, x = (x, y) ∈ R2, t > 0. (3)

Assuming that the fluctuating variables w′ are negligible in comparison to the reference states w0, i.e.

|ρ′
| ≪ |ρ0|, |u′

| ≪ ∥u0∥, |v′
| ≪ ∥u0∥, |p′

| ≪ |p0|, (4)

where u0 = (u0, v0)
T , the Jacobian matrices A j (w) can be approximated as follows

A j (w0 + w′) ≈ A j (w0), j = 1, 2. (5)

Substituting w = w0 + w′ into (1) and arranging the equations with respect to the unknown fluctuating variables
w′, the 2D linearized Euler equations in matrix form read as

∂w′

∂t
+ A1(w0)

∂w′

∂x
+ A2(w0)

∂w′

∂y
+ H = 0, (6)

where A1(w0), A2(w0) are linearized Jacobian matrices and H is the vector containing the derivatives of the mean
flow

H = A1(w0)
∂w0

∂x
+ A2(w0)

∂w0

∂y
. (7)

4. Finite point method

The meshfree Finite point method has been presented by Oñate et al., [14] to solve the fluid flow problems. Other
improvements of this method and successful solution to the compressible Euler equations have been published by
Ortega et al., [18,19,22] and other authors [23–25]. Let us summarize the derivation of FPM.

4.1. Basic notation

Definition 4.1. Let Ω ⊂ Rd (d = 1, 2 or 3 in practise) be the domain and Γ its boundary. We define the global cloud
Ω̂ as a finite set of points from Ω which discretizes the closed domain Ω . We write

Ω̂ = {xi }
n
i=1 . (8)

The i th local cloud Ω̂i we define as a finite set

Ω̂i = Ω̂ ∩ Ωi (9)

where Ωi =

x ∈ Rd , ∥x − xi∥ < ri


is an open ball and the union of Ωi creates the covering of Ω , i.e. Ω ⊆

n
i=1 Ωi .

Similarly we write

Ω̂i =


xi

j

ni

j=1
, (10)

where ni is the number of points in the local cloud Ω̂i . Moreover, the particular point xi = xi
1 is called the star

point1 of the local cloud Ω̂i .

1 Star points xi according to (9) are centres of open balls Ωi . For the sake of lucidity, the star point will be always written as the first point in
explicit notation of a local cloud Ω̂i .
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Discretization of a domain by particular global cloud and one local cloud with its star point is illustrated in
Fig. 1.

Fig. 1. Domain Ω with boundary Γ , one particular domain Ωi (open ball), star point xi
1, global cloud (black and red dots), local cloud corresponding

to xi
1 (red dots). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

4.2. Local approximation using WLSQ method

Consider a closed domain Ω covered by n domains Ωi and let Ω̂i =


xi

j

ni

j=1
denotes the corresponding i th local

cloud. We wish to find the local approximation ŵi : Ωi → R for the local cloud Ω̂i in the form

ŵi (x) =

m
l=1

αi
l pl(x) = pT (x)αi , i = 1, . . . , n, (11)

where

αi =


αi

1, α
i
2, . . . , α

i
m

T
∈ Rm (12)

pT (x) = (p1(x), p2(x), . . . , pm(x)) . (13)

Functions pl : Rd
→ R, l = 1, . . . ,m, form a basis B of a function space F . We assume that the basis B always

contains a constant function, e.g. 1 ∈ B. The complete polynomial basis of degree ν is often proposed, cf. [10,19]. For
d = 2 and ν = 2, it can be used e.g.

B =


1, x, y, x2, xy, y2


. (14)

For d = 2 and ν = 3, e.g.

B =


1, x, y, x2, xy, y2, x3, x2 y, xy2, y3


. (15)

Proposition 4.1. Let Ω̂i =


xi

j

ni

j=1
denotes the i th local cloud and wi =


wi

1, w
i
2, . . . , w

i
ni

T
is the vector of function

values prescribed at local cloud points xi
j . Moreover let the function basis B = {pl(x); l = 1, 2, . . . ,m} is selected.

Then the coefficients αi of the linear combination (11) can be obtained in the weighted least squares sense as

αi = Ci wi , (16)

where

Ci := A−1
i Bi , Ai := PT

i Φi Pi and Bi := PT
i Φi (17)
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are matrices of type (m × ni ), (m × m) and (m × ni ), respectively. Matrix Pi of type (ni × m) and diagonal matrix
Φi of order ni are constructed as follows

Pi :=


pT (xi

1)

pT (xi
2)

...

pT (xi
ni
)

 , Φi := diag

φi (xi

j )
ni

j=1
, (18)

where φi : Rd
→ R denotes a weighting function associated with the star point xi

1, cf. [19].

We suppose that the number of points ni in Ω̂i always equals or is greater than the number of basis functions m,
i.e. always holds ni ≥ m. In the case of equality ni = m, then the coefficients αi are uniquely determined by enforcing
ŵi (x) to pass through the prescribed values wi at points xi

j . Thus, the function ŵi (x) interpolates values wi at local
cloud points. More desired approximation in WLSQ sense occurs when the inequality ni > m holds.

4.3. Weighting function

Weighting function φi (x) is the Gaussian-like function, cf. [18,19], given by three parameters (ω, k, γ ). Values at
x = xi

j are computed as

φi (xi
j ) =

exp(−

d j/ᾱ

k
)− exp(− (β/ᾱ)k)

1 − exp(− (β/ᾱ)k)
, (19)

where d j =

xi
j − xi

1

, ᾱ = β/ω and β = γ dmax, where dmax = max

d j ; j = 1, 2, . . . , ni


. In order to assign

nonzero weights for each point in a local cloud the assumption γ > 1 is adopted.

4.4. Shape functions

Consider the i th local cloud Ω̂i and given function values wi =

wi

1, w
i
2, . . . , w

i
ni

T
at corresponding points xi

j .
Substituting αi = Ci wi into (11)

ŵi (x) = pT (x)αi = pT (x)Ci wi = (p1(x), p2(x), . . . , pm(x))Ci wi . (20)

According [10] the vector of shape functions ψT
i (x) =


ψ i

1(x), ψ
i
2(x), . . . , ψ

i
ni
(x)


is defined as follows

ψT
i (x) := pT (x)Ci . (21)

Function ŵi (x) can be rewritten using linear combination of shape functions as

ŵi (x) =

ni
j=1

ψ i
j (x)w

i
j = ψT

i (x)wi . (22)

Shape function ψ i
j (x) corresponds to the j th point in the local cloud Ω̂i .

Taking advantage of the notation (21) and the multi-index notation a = (a1, a2, . . . , ad), the derivatives of shape
functions can be expressed in the following way2

∂aψT
i (x) =


∂a p1(x), ∂a p2(x), . . . , ∂a pm(x)


Ci . (23)

2 Multi-index derivative notation of a function f : Rd
→ R; ∂a f (x) :=

∂ |a| f (x)
∂x

a1
1 ...∂x

ad
d

, |a| :=
d

k=1 ak .
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Shape functions fulfil the partition of unity property, cf. [10,19],

ni
j=1

ψ i
j (x) = 1 (24)

which will be applied in the derivation of a stable numerical scheme in Section 4.6.

4.5. Stability of WLSQ approximation in the context of FPM

The stability and accuracy of WLSQ approximation are essential for the FPM, cf. [18]. Using the shape functions
(21) the stability of the approximation (22) and its derivatives ∂aŵi (x) can be measured by the condition number κ(Ai )

of the matrix Ai . The condition number (or the stability of approximation) is mainly influenced by the geometrical
distribution of points in a local cloud and by the weighting function. An example of ill-conditioned (or even singular)
matrix Ai can be obtained using the local cloud where all points lie on a single line or if two points lie very close to
each other.

Therefore, each local cloud is constructed in accord with the following WLSQ procedure. The condition number
of Ai , the largest absolute entry in A−1

i and the accuracy of approximation for known functions and their derivatives
is tested for each local cloud, cf. [25]. In this work the conditions κ(Ai ) < 1012 and ∥A−1

i ∥max < 1010 have been
adopted.

The construction of each local cloud has been initiated using the search of all neighbouring points within given
radius to the star point in order to fulfil the requirement of minimal number of points ni ≥ m, cf. Section 4.2. The
local cloud has been accepted if all tests described above were successful. If not, then next neighbouring point has
been added to the local cloud and tests have been repeated.

4.6. FPM for 2D linearized Euler equations

Consider a domain Ω ⊂ Rd (d = 2) with the boundary Γ = ∂Ω . Then the initial-value boundary problem (IVBP)
for 2D LEE is given as follows

(PDEs)
∂w
∂t

+

d
k=1

∂Fk(w)
∂xk

= 0, x ∈ Ω , t > 0, (25)

(IC) w(x, 0) = win(x), x ∈ Ω , (26)

(BC) w(x, t) = wΓ (x, t), x ∈ Γ , t > 0, (27)

where w = (ρ′, u′, v′, p′)T now denotes the fluctuating variables (according Eq. (6)) and the flux Fk(w) = Ak(w0)w.
We assume a uniform underlying flow, i.e. w0(x) = w0 ⇒ H = 0. Moreover, Γ ⊆ Γ denotes the part of the boundary,
where the BC is prescribed.

Let the global cloud Ω̂ = {xi }
n
i=1 is given. For each point xi ∈ Ω̂ the corresponding local cloud Ω̂i consisting of

ni points is known. Next, for each point xi ∈ Ω̂ the local approximation ŵi (x, t) of w(x, t) can be constructed at the
domain Ωi as follows

ŵi (x, t) =

ni
j=1

ψ i
j (x)w

i
j (t), i = 1, . . . , n. (28)

Similarly, the flux Fk(x, t) := Fk(w(x, t)), k = 1, 2 can be locally approximated at domains Ωi as follows

F̂k,i (x, t) =

ni
j=1

ψ i
j (x)Fk(wi

j (t)), i = 1, . . . , n. (29)
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In order to obtain the semi-discrete form of governing equation, the collocation method is adopted, i.e. the
expression

∂ŵi (x, t)

∂t
+

d
k=1

∂F̂k,i (x, t)

∂xk


x=xi

= 0 (30)

has to be satisfied or more precisely

ni
j=1

ψ i
j (xi )

dwi
j (t)

dt
= −

d
k=1

ni
j=1

∂ψ i
j

∂xk
(xi )Fk(wi

j (t)) (31)

for xi ∉ Γ . From (27) we have wi
j (t) = wΓ (x

i
j , t) for xi ∈ Γ and from (26) we obtain wi

j (0) = win(xi
j ). Next

necessary step is the stabilization of the scheme (31). It is based on scaling the stencil of points (Fig. 2) to one half,
cf. [19,26–29] and utilizing the partition of unity property (24).

Fig. 2. Midpoints xi j
m for the local cloud Ω̂i =


xi

1, xi
2, . . . , xi

6


.

Collocation of governing equations and above mentioned stabilization of the scheme results in the initial-value
problem (IVP) for wi

j (t) ≈ w(xi
j , t),

(ODEs)
ni

j=1

ψ i
j (xi )

dwi
j (t)

dt
= −2

d
k=1

ni
j=2

∂ψ i
j

∂xk
(xi )


Fi j+1/2

k − Fi1
k


, (32)

(IC) wi
j (0) = win(xi

j ), (33)

where Fi1
k := Fk(wi

1(t)) and Fi j+1/2
k is a priory unknown flux, cf. Section 4.7. The resulting IVP (32), (33) has to be

solved using a high order method in time, cf. Section 4.9.

4.7. Midpoint flux

The flux Fi j+1/2 or its components in the kth direction Fi j+1/2
k , k = 1, . . . , d , are a priory unknown and have to

be computed with respect to the governing equations. If the hyperbolic system is linear, then the required flux can be
obtained exactly by solving the Riemann problem. Due to the linearity of LEE, we will pay attention to the derivation
of exact solution to the Riemann problem following the ideas of Godunov, cf. [30,31].

Consider i th local cloud Ω̂i with corresponding star point xi
1 and one particular neighbouring point xi

j ∈ Ω̂i . Let

us denote the vector connecting both points by li j and the corresponding unit vector by ni j = (ni j
1 , ni j

2 , . . . , ni j
d ), i.e.

ni j =
li j

∥li j∥
, where li j = xi

j − xi
1. (34)
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The flux Fi j+1/2 represents the flow from the star point xi
1 to its neighbour xi

j , so it can be obtained as an approx-
imation of the directional flux

F̃(w) =

d
k=1

ni j
k Fk(w) (35)

at the point xi j
m :=

1
2 (x

i
1 + xi

j ), cf. Fig. 3.

Fig. 3. Particular 2D flux Fi j+1/2 for star point xi
1 and its neighbour xi

j ∈ Ω̂i .

Proposition 4.2 (Godunov Flux). Flux components Fi j+1/2
k can be obtained as follows

Fi j+1/2
k = FG(w−

m,w+
m)n

i j
k , (36)

where

FG(w−
m,w+

m) =
1
2


F̃(w−

m)+ F̃(w+
m)


−

1
2
|A|


w+

m − w−
m


(37)

is the Godunov flux, w−
m and w+

m are approximation of w at xi j
m from left and right on the line segment xi

1xi
j , respec-

tively. Matrix A =
d

k=1 ni j
k Ak is the Jacobian matrix of the flux F̃(w). If A = TDT−1 is the eigendecomposition

of matrix A, then |A| = T|D|T−1, where |D| is the diagonal matrix whose elements are the absolute values of corre-
sponding eigenvalues.

4.8. Reconstruction of variables

The reconstruction of variables means replacing w−
m and w+

m in (37) by more accurate approximations. We rec-
ommend the reconstruction of variables, cf. [3,5], by means of the Taylor polynomial Tν(x) of degree ν evaluated at
midpoint xi j

m , where the derivatives are obtained from local approximations ŵi (x, t), cf. (28).

Consider i th local cloud Ω̂i =


xi

j

ni

j=1
which consists of the star point xi

1 and its neighbours xi
j , j = 2. . . . , ni .

We will focus on the reconstruction for one pair of points: star point xi
1 and its neighbour xi

j which has its own local

cloud Ω̂k =

xk

l

nk

l=1 , xk
1 = xi

j . Then we can construct w−
m(t), w+

m(t) as follows

w−
m = T i

ν (x
i j
m ) =


|a|≤ν

(xi j
m − xi

1)
a

a!

∂ |a|

∂xa ŵi (xi
1, t), (38)

where a = (a1, a2, . . . , ad) is the multi-index. Value w−
m ≈ wi (xi j

m , t) using the local cloud Ω̂i .
Similarly,

w+
m = T k

ν (x
i j
m ) =


|a|≤ν

(xi j
m − xk

1)
a

a!

∂ |a|

∂xa ŵk(xk
1, t). (39)

Value w+
m ≈ wk(xi j

m , t) using the local cloud Ω̂k .
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Values w−
m , w+

m vary depending on the degree ν of the Taylor polynomial. Of course, the reconstruction is limited
by the basis B. If we consider a complete polynomial basis of degree m, then the Taylor polynomial of degree ν ≤ m
can be constructed.

Definition 4.2. The reconstruction of variables w−
m , w+

m is said a ν-order reconstruction if the values w−
m , w+

m are
obtained using the Taylor polynomial of degree ν.

The 0-order reconstruction reads as

w−
m = T i

0 (x
i j
m ) = ŵi (xi

1, t), w+
m = T k

0 (x
i j
m ) = ŵk(xk

1, t), (40)

which means that the simplest reconstruction coincides with the evaluation of the local approximations ŵi (x, t) at
their star points.

Following example shows local approximations ŵi (x, t), ŵk(x, t) and Taylor polynomials T i
ν (x), T k

ν (x) which
are constructed on 1D domains Ωi and Ωk . Both local clouds Ω̂i and Ω̂k consist of five points (see Figs. 4 and 5).

4.9. Time discretization

The initial problem (32), (33) should be solved with high-order method as well. Therefore, we use the 5-stage
LDDRK, cf. [32]. The IVP in form

ẏ(t) = f(y(t)), t > 0, (41)

y(0) = y0, (42)

Fig. 4. Local approximations ŵi (xi j
m , t), ŵk (xkl

m , t) on domains Ωi , Ωk , respectively.

Fig. 5. Taylor polynomials T i
ν (x), T k

ν (x) corresponding to domains Ωi , Ωk .
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we integrate in time using the time discretization 0 < t0 < · · · < ts = T . For updating the solution from yn to yn+1
the above mentioned method reads as

k1 = f(yn) (43)

k j = ∆tf(yn + a j k j−1), j = 2, . . . , 5 (44)

yn+1 = yn + k5. (45)

The coefficients a j are listed in Table 1. For uniform distribution of points in the domain the time step ∆t is limited
by the spatial step h and the mean flow properties as ∆t ≤ h/(1 + M0), cf. [21].

Table 1
Coefficients for low storage implementation, cf. [32],
p. 182, 185.

a2 a3 a4 a5

0.19771897 0.23717924 0.33311600 0.5

5. Simulation

5.1. 2D acoustic pulse problem

The 2D acoustic pulse problem is the initial-value problem given by the 2D LEE (6) with H = 0 and the initial
condition corresponding to the Gaussian acoustic, vorticity and entropy pulse.3 This problem was proposed by Tam
and Webb in [2].

Consider IVP given by

(PDEs)
∂w′

∂t
+ A1(w0)

∂w′

∂x
+ A2(w0)

∂w′

∂y
= 0, (x, y) ∈ R2, t > 0, (46)

(IC) w′(x, y, 0) = w′

in(x, y), (x, y) ∈ R2. (47)

The initial condition is prescribed as the superposition of the acoustic and vorticity pulse, both located at point
(xa, ya) ∈ R2 and the entropy pulse located at point (xe, ye) ∈ R2. Written in compact form, the IC reads as

w′

in(x, y) =


ε1 exp(−κ1r2

a )+ ε2 exp(−κ2r2
e )

ε3(y − ya) exp(−κ3r2
a )

−ε3(x − xa) exp(−κ3r2
a )

ε1 exp(−κ1r2
a )

 , (48)

where the radius ra =


(x − xa)2 + (y − ya)2, re =


(x − xe)2 + (y − ye)2 and parameters κ j = (ln 2)/b2

j .
The amplitude and the half-width of the acoustic, vorticity and entropy initial pulse are determined by ε j and b j ,
respectively.

We assume the subsonic uniform mean flow in x-direction, i.e. the vector w0 = (ρ0, u0, v0, p0)
T is prescribed as

follows

ρ0 = 1, u0 = 0.5, v0 = 0, p0 =
ρ0

γ
=

5
7
. (49)

3 Fourier analysis of the LEE shows that this equation system enables the propagation of three different waves—acoustic, vorticity and entropy
wave. We refer the reader to [1] for further detail.
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Then the reference speed of sound a0 and the Mach number M0 will be also constant and take the values

a0 =


γ p0

ρ0
= 1 and M0 = 0.5. (50)

5.2. Analytical solution

We utilize the analytical solution to the 2D acoustic pulse problem (46), (47) for convergence study in Section 5.5.
The rigorous derivation can be found in [2, Appendix A].

5.3. Numerical solution

The IVP (46), (47) serves as a benchmark problem in order to study the behaviour of the numerical solution,
when the interaction between three types of waves is presented. Let us choose a bounded domain Ω = (−24, 24) ×

(−24, 24). We prescribe the centre of initial acoustic and vorticity pulse at point (xa, ya) = (−9, 0), while the cen-
tre of initial entropy pulse is moved to the point (xe, ye) = (0, 9). Parameters of each initial pulse, cf. (48), are
summarized in Table 2.

Table 2
Parameters ε j and b j used in IC (48).

ε1 = 0.01 b1 = 3
ε2 = 0.002 b2 = 3
ε3 = 0.0008 b3 = 3

The acoustic waves propagate with the speed of sound a0 = 1 in all directions and moreover they are convected with
the velocity u0 = 0.5. In order to avoid the interaction with the boundary of Ω , we will compute just to time T = 10.
Let us describe the spatial and time discretization. Domain Ω and the initial condition is depicted schematically in
Fig. 6.

Fig. 6. Bounded domain Ω and the initial condition.

5.4. Spatial and time discretization

Let h = dx = dy denotes the spatial step in x-direction and y-direction. Thus, the uniform discretization of the
domain Ω is adopted. We will compute the solution for four spatial steps h = 1, 0.8, 0.6, 0.4 and corresponding global
clouds will therefore consist of 2401, 3721, 6561, 14 641 points, respectively. The complete polynomial basis B of
degree 3, cf. (15), has been chosen. The basis consists of m = 10functions, i.e. each local cloud Ω̂i , i = 1, . . . , n,
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has to contain at least 10 points. Initial search radius ri = 3.30h is chosen for each point xi ∈ Ω̂ , cf. Definition 4.1.
Weighting function parameters were chosen as (ω, k, γ ) = (3.1, 2, 1.01), cf. Section 4.3. We utilize the 5-stage
LDDRK, cf. Section 4.9.

5.5. Convergence study

Table 3 contains the comparison between analytical and numerical solutions for the acoustic density measured by
the maximal absolute error Emax

Emax = max
ρ′

i
T − ρ′(xi , yi , T )

 , (51)

where

ρ′

i
T is the numerical solution at point xi and time T , for different spatial discretizations and ν-order recon-

struction. The maximal absolute error in Table 3 was computed only at points yi = 0 and at time T = 10.

Table 3
Maximal error using ν-order reconstruction.

Emax 2401 p. (h = 1) 3721 p. (h = 0.8) 6561 p. (h = 0.6) 14 641 p. (h = 0.4)

ν = 0 8.664 × 10−4 7.782 × 10−4 6.745 × 10−4 5.422 × 10−4

ν = 1 2.050 × 10−4 1.064 × 10−4 4.526 × 10−5 1.320 × 10−5

ν = 2 4.698 × 10−5 3.140 × 10−5 1.728 × 10−5 6.231 × 10−6

ν = 3 3.226 × 10−5 1.577 × 10−5 7.117 × 10−6 1.168 × 10−6

The logarithm of the error ln(Emax) was depicted over ln(h) for each ν. We have fitted the line through obtained
points for each reconstruction, cf. Fig. 7. The slopes of these fitted lines provide an estimate of FPM order. Namely,
for the ν-order reconstruction, ν = 0, 1, 2, 3, the slopes 0.51, 2.99, 2.21, 3.58 have been obtained, respectively.

Fig. 7. Convergence study.

The most accurate results were obtained using the 3-order reconstruction. In this case, the FPM reaches almost 4th
order (experimental order) of accuracy.

Contours of the solution w′(x, y, T ) of the 2D acoustic pulse problem at time T = 10 are depicted in the
following 4 figures. The uniform discretization of 14 641 points (h = 0.4) and 3-order reconstruction was used
(see Figs. 8–11).
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Fig. 8. Density ρ′(x, y, T ). Fig. 9. Velocity comp. u′(x, y, T ).

Fig. 10. Velocity comp. v′(x, y, T ). Fig. 11. Pressure ρ′(x, y, T ).

Figs. 12 and 13 show the acoustic density ρ′(x, y, T ), T = 10 at points y = 0 for the uniform discretization of
2401 points (h = 1) and for different reconstruction of variables. The analytical solution is depicted as the solid line.

Fig. 12. Comparison between zero- and first-order reconstruction.
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Fig. 13. Comparison between second- and third-order reconstruction.

5.6. 2D wall bounded acoustic pulse problem

The 2D wall bounded acoustic pulse problem is the IVBP given by 2D LEEs (6) with H = 0 on the rectangular
domain Ω together with the Gaussian acoustic initial pulse, given by pressure and density initial distribution

w′

in(x, y) =


ε exp(−κr2)

0
0

ε exp(−κr2)

 . (52)

Initial acoustic pulse is located at point (xa, ya) = (−50, 0), r =


(x − xa)2 + (y − ya)2, with the amplitude ε = 1.

Parameter κ = (ln 2)/b2, where the half-width b = 6. The geometry and IC are depicted in Fig. 14.

Fig. 14. Rectangular domain Ω , boundaries and initial pulse located at (−50, 0).

5.7. Boundary conditions

The boundary Γ is splitted into two parts. The top and bottom edges of the rectangle Γs represent a solid wall, where
the slip BC is prescribed. The left and right edges of the rectangle represent an inflow and outflow BC, respectively.
These boundaries are modelled using the absorbing layer Ωe, in order to avoid the reflections of travelling waves back
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to the domain. Note, the absorbing layer is one possible realization of the so called non-reflecting boundary condition
(NRBC), cf. [33–35]. Simple absorbing layer can be obtained by the modification of a hyperbolic equation system
(25) as follows

∂w
∂t

+

d
k=1

∂Fk(w)
∂xk

= σ(x)(wref − w), x ∈ Ωe, t > 0, (53)

where the function σ : Rd
→ R determines the intensity of damping and wref denotes some reference state (wref = 0

for linear systems, cf. [33]). The size of the absorbing layer and the function σ need to be specified for each problem
individually.

The intensity of damping given by the damping function σ(x, y) should vary smoothly in order to avoid some
possible instabilities of a numerical method. One recommended damping function σ(x, y) for the 2D rectangular
absorbing layers, cf. [33], is given as follows

σ(x, y) =

0, (x, y) ∈ Ω
σ0

2


1 + cos

π(x − b1 − d)

d


, (x, y) ∈ Ωe.

(54)

Profile of the damping function σ(x, y) for the right sponge layer is depicted in Fig. 15.

Fig. 15. Damping function σ(x, y) profile.

Absorbing effect of the layer Ωe increases with the damping function σ(x, y) given in (53) with the coefficient
σ0 = 0.0625 and the width of the absorbing layer d = 50.

5.8. Numerical solution

The 2D wall bounded pulse problem represents an ideal example for validation of different BC used in CAA,
cf. [4]. Perfect reflections should be obtained by slip BC where the solid wall is presented. On the other hand, spurious
reflections at inflow and outflow BC should be suppressed as much as possible.
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Fig. 16. Pressure contours p′(x, y, t) at time t ≈ 60.
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5.9. Spatial and time discretization

The spatial discretization was chosen as uniform with the spatial step h = dx = dy = 2. Thus, the global cloud Ω̂
consists of 7701 points. The basis B, search radius ri , weighting function parameters (ω, k, γ ) = (3.1, 2, 1.01) and
time step were chosen identically as for the 2D acoustic pulse problem, cf. spatial and time discretization 5.4. The
most accurate 3-order reconstruction for basis B was utilized, i.e. ν = 3, cf. Section 4.8.
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Fig. 17. Pressure contours p′(x, y, t) at time t ≈ 110.
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Fig. 18. Pressure contours p′(x, y, t) at time t ≈ 150.

Pressure contours p′(x, y, t) at times t = 60, 110, 150, 200, 267 are depicted in Figs. 16–20.
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Fig. 19. Pressure contours p′(x, y, t) at time t ≈ 200.

The non-reflecting boundary condition imposed using the sponge layer Ωe suppress most incoming waves, but not
all indeed. We can observe some spurious waves in Figs. 19 and 20 propagating with the speed of sound a0 back
inside the domain and spoil the solution.
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Fig. 20. Pressure contours p′(x, y, t) at time t ≈ 267.



J. Bajko et al. / Comput. Methods Appl. Mech. Engrg. 280 (2014) 157–175 173

5.10. 2D acoustic pulse problem on circular domain

Another example aims to demonstrate the ability of the FPM to solve the 2D propagation problem on unstructured
point distribution and curved geometry. The IVBP is given by 2D LEEs (6) with H = 0 on circular domain Ω together
with the Gaussian acoustic initial pulse, cf. (52), located at point (xa, ya) = (−16, 0) with amplitude ε = 1 and
half-width b = 3. The geometry and IC are depicted in Fig. 21.

Fig. 21. Circular domain Ω , boundaries and initial pulse located at (−16, 0). Fig. 22. The point distribution in domain Ω .

We assume the quiescent medium, so the velocity u0 = (u0, v0)
T of underlying flow, cf. (49), is the zero vector.

The slip BC is prescribed on ΓS. The right hemisphere Ωe represents an absorbing layer given by the damping function
(54) with b1 = 0, d = 24 and σ0 = 1.

5.11. Spatial and time discretization

The spatial discretization of the domain Ω has been constructed as inhomogeneous with 1553 points refined to-
wards the boundary ΓS, cf. Fig. 22. The basis (14) has been selected with the first order reconstruction. Search radius
ri has been adjusted in order to initiate each local cloud with 12 points. The weighting function parameters (ω, k, γ ) =

(3.1, 2, 1.01). The time step has been set to 0.05.

Fig. 23. Pressure contours at time t = 6. Fig. 24. Pressure contours at time t = 14.

Pressure contours p′(x, y, t) at times t = 6, 14, 22, 30 are depicted in Figs. 23–26.
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Fig. 25. Pressure contours at time t = 22. Fig. 26. Pressure contours at time t = 30.

The highest accuracy is obtained in the refined region (left hemisphere) whereas the waves propagating to the right
disappear partly due to the coarsening of the point distribution and the effect of the absorbing layer.

6. Conclusion

The 2D acoustic pulse problem, cf. Section 5.1, has been solved in order to study the accuracy of FPM for different
reconstruction of variables involved in the Riemann solver, cf. Sections 4.7 and 4.8. The analytical solution has been
utilized for the comparison of obtained results which were used to estimate the order of FPM, cf. Section 5.5. Clearly,
for complete polynomial basis of degree 3, the highest accuracy has been obtained using the 3-order reconstruction.
Moreover, the 2D wall bounded acoustic pulse problem, cf. Section 5.6, has been solved using high order FPM. The
absorbing layer Ωe determined by the damping function (54) with σ0 = 0.0625 shows a partial suppression of reflected
waves. It can be concluded that the FPM with improved Riemann solver satisfies necessary requirement for the sound
propagation problems in terms of accuracy. The experimental order of FPM for the 2D acoustic pulse problem is
almost 4 for 3-order reconstruction. Finally, the robustness of the FPM has been tested on circular geometry with the
inhomogeneous point distribution.
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